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Abstract

GANs and Poses is an interactive multi-media installation
using human poses to control artificial neural networks gen-
erating parts for a music arrangement. To provide incentive
for interaction, a game-style Ul rewards the audience with
audio-visual feedback, which in turn drives the progress
through the musical arrangement. This work uses a variety
of artificial neural networks to (i) detect persons and their
body posture, (ii) classify dance moves, and (iii) generate
drum as well as melody patterns.

Introduction

In the recent past, generative artificial neural networks (NN)
have gained popularity and received much attention in sci-
ence as well as popular media. Particularly, Generative Ad-
versarial Neural Networks (GANSs) [2] and Recurrent Neural
Networks (RNNs) are successfully applied for generating
high resolution images [7, 8], audio [1], and music [9] with
surprising quality. While first attempts to generate music
with neural networks resulted in compositions lacking struc-
tural consistency, recent demonstrations are more convinc-
ing and show the potential of these methods [5].

In this work, we combine state-of-the-art NN-based human
pose estimation with an experimental generative music cre-
ation method utilizing GANs with a recurrent-convolutional
architecture. Using these technologies, a semi-human/semi-



Figure 1: Webcam image overlaid
with the output of the pose
estimation system along with the
estimated probabilities for different
dance moves.

machine music-ensemble is created when the audience in-
teractively controls song structure and generated musical
elements using body gestures. To encourage user engage-
ment, a simple game-style reward system is incorporated in
the system. By using recognized dance moves as achieve-
ments and the individual parts of the music arrangement’s
structure as game levels, the Ul presents incentives for
users to interact with the system. Users can score points
by performing various dance moves which results in visual
and musical effects and progresses the music through the
different levels/parts of the arrangement.

On an artistic level, a musical composition is driven by the
engagement and expression of individual actors, each con-
tributing their skills to a joint progression of a musical expe-
rience. Capturing multiple performers and their moves adds
a social dimension to the installation, stimulating passive
spectators and turning them into active performers, moti-
vated to add to the generation of sound.

System

An overview of the system can be found in Figure 2. As
mentioned, the input for the interactive installation is pro-
vided by a real-time multi-person pose recognition system.
This system is implemented using a 12-layer convolutional
neural network (CNN) designed to be efficient during in-
ference (MobileNets [4]). The implementation follows the
open-pose approach to real-time pose detection [10] and
was trained on the MSCOCO Keypoints dataset [6]'. Fig-
ure 1 shows the input and detected body parts of the pose
estimator.

Using the detected stick-figure-like coordinates extracted
from the input video, a dance move recognition system

Thttp://cocodataset.org
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Figure 2: Overview of the system showing its individual parts and
components.

is used to detect if any of the present persons are danc-
ing. To this end, videos of character dances from the video
game Fortnite® were used as training data. The videos of
the game character dances represent clean samples of 26
different dances, and were chosen for their easy accessibil-
ity and volume of good samples of dance moves. Figure 3
shows samples of the screenshots for different dances of
the collection. The input data for training was extracted us-
ing the pose estimation system, using additional data aug-
mentation to increase robustness. A two-layer Long Short-
Term Memory (LSTM) [3] neural network was trained using
the 1.5 second sequences of the predicted pose coordi-
nates as inputs and the 26 dance moves as output classes.

For both melody and rhythm generation, a convolutional-
recurrent GAN architecture was used. The GANs were

2https://www.youtube.com/watch?v=2XtLEpOXAlI
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Figure 3: Screenshots of selected
dance moves from the video game
Fortnite. Automatically extracted
poses from these videos were
used to train a simple RNN dance
move classifier.

trained in a semi-supervised setup to allow parametrization
of generated patterns, which is used to control complexity
of the generated music to match the different parts of the
music arrangement. As training data, a MIDI dataset ex-
tracted from a freely available online collection® was used.

A simple game-engine and user interface (Ul) implemented
in openFrameworks* represents the centerpiece of the sys-
tem. As can be seen in Figure 4, the Ul consists of a vi-
sualization of the detected poses, the current part/level of
the musical arrangement represented by stars, as well as
bars which indicate remaining time until a certain amount
of dances has to be performed to achieve further progress.
In Figure 4 we provide different screenshots of the Ul while
two persons are interacting with the installation. Commu-
nication with the pose detection software as well as with
the pattern generation server is implemented using Open
Sound Control®.

While the drum part and lead melody is generated using
GANsSs, the installation uses a predefined arrangement pro-
viding basic chord progressions for each of the levels/parts
of the musical piece. This arrangement uses a live-set com-
posed in Ableton Live®, which is controlled via MIDI by the
openFrameworks application.

Interaction

The installation shows a screen with stars representing the
different stages of the music arrangement (e.g.: intro, verse,
bridge, chorus — see Figure 4). When a person steps in
front of the camera, a stick-figure model of the recognized
body will be shown on screen. The played music and a par-
ticle animation which reacts to the pose and music is sup-

3http://www.midiworld.com
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posed to animate the person to move. As soon as dance-
like moves are detected, visual feedback provides more in-
centive to dance. When enough dance moves are detected,
the arrangement moves to the next part, which results in

a change in chord progression, and adds additional ele-
ments such as generated drums as well as melody. When
the arrangement is in a state other than the base-state,

the audience has only limited amount of time to perform
dance moves, until the arrangement falls back into the pre-
vious stage (the timer is indicated with a red bar). Since the
change of segments is synchronized to the chord progres-
sion, a green timer is shown after sufficient dance moves
are detected and indicates when the music will progress

to the next part. A video that demonstrates this installation
can be found at https://youtu.be/mg7_KzwlhC8.

Requirements and Setup
The minimum requirements for setting up the installation
are:

» An electricity outlet to power the computer the system
runs on.

+ A reasonably well lit space which allows one or more
persons to stand in front of the webcam in a distance
of 2-3m.

+ A platform to put the computer on, ideally chest height,
to allow good visibility of the screen while providing a
natural perspective of the webcam.

The setup is straight forward since all the components of
the installation can be run on a MacBook Pro with required
GPU, webcam, and screen built in. We can bring and pro-
vide the laptop with pre-installed software for the duration
of the conference. Additionally required headphones and a


http://www.midiworld.com
https://openframeworks.cc
http://opensoundcontrol.org/
https://www.ableton.com/en/live
https://youtu.be/mg7_KzwlhC8

(b)

Figure 4: Screenshots of the installation in action. Image a shows the Ul with additional developmentdebug information such as the song state
(upper right corner) and generated drum and melody patterns (lower half of screen). Image b shows a screen of the clean, camera ready Ul

without debug information.

headphone amplifier (to allow multiple people hearing the
audio) can also be provided by us.

For best presentation and UX, the following additional com-
ponents are desirable, however, not essential for a success-
ful setup: (i) a big screen and external webcam (HDMI and
USB respectively) (ii) external speakers, and (iij) space for

more than 2 people.
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